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• Automatic selection of important and topical phrases 
• Useful for Summarization, Contextual Web Advertisement, 
classification, … 
 

• We introduce a fast and scalable algorithm for the 
incorporation of information from topic models in an 
unsupervised graph-based algorithm for keyphrase 
extraction 

 

Topical Keyphrase Extraction 

 
 Variation on the TextRank-algorithm  
 Incorporates topical information by increasing the 
weight of important topical words in the word graph 
based on the topic-document and word-topic 
distributions generated by a topic model 
 Requires a random walk for each topic in the topic 
model! 

Topical Pagerank 

   
 

• Single value for topical word 
importance in a PageRank algorithm 
based on the cosine similarity 
between the vector of word-topic 
probabilities and the document-topic 
probabilities of the document 
• Constant computation time, 
independent of the topic model  
• Does not alter the effectiveness 
while reducing the computation time 
by a large margin 

Conclusion      Experiments 

After 10 years and a journey of 

four billion miles, the European 

Space Agency’s Rosetta 

spacecraft arrived at its destination 

on Wednesday for the first 

extended, close examination of a 

comet. 

A six-minute thruster firing at 5 

a.m. Eastern time, the last in a 

series of 10 over the past few 

months, slowed Rosetta to the pace 

of a person walking, about two miles 

per hour relative to the speed of its 

target,Comet 67P/Churyumov-

Gerasimenko. 

Speed-up Increases 
with Topic Model size 
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News articles from the 2001 Document Understanding Conference 
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Topical Word Importance 

Node = Word 
Edge = Co-occurence 

PageRank score word wᵢ 

Damping factor 

Weight of edge wᵢ→wj 
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Topical Word Importance 


