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Methodology

Noise Reduction in Distantly Supervised Data
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Novel approach for filtering a distantly supervised
training set by building a binary classifier to detect
true relation mentions. The classifier is trained using
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